Study on the surface properties of colored talc filler (CTF) and mechanical performance of CTF/acrylonitrile-butadiene-styrene composite
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ARTICLE INFO

In this work, a novel colored talc filler (CTF) was prepared, and its surface properties were subsequently studied and compared to those of talc filler (TF) using inverse gas chromatography (IGC) and contact angle measurement. The mechanical properties of acrylonitrile-butadiene-styrene (ABS) composites filled with CTF and TF were investigated as well. The results indicated that the dispersive component (γD) for both samples contributed the major part of the total surface energy (γT). The values determined by the contact angle methods were consistent, although lower than those using IGC analysis. Compared to γD, the polar component (γP) contributed less to γT, implying a lower polarity for both samples. The γP values calculated by the contact angle methods were also consistent and lower than those calculated using IGC. The lower γT value for CTF could reduce filler particle-particle interactions, allowing a better dispersion in ABS matrix, and thus leading to an increase in ABS/CTF composite performance.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Talc is a plate-like layered structure magnesium silicate mineral, in which the octahedral brucite layer is sandwiched between two tetrahedral silica sheets. Many reports have indicated an improvement in performance after a polymer matrix was reinforced with talc filler [1–5]. However, it has been widely recognized that the filler nature of talc influences its reinforcement ability, depending on the surface activity, particle size, surface area, and surface functional groups [6,7]. Among these properties, surface activity affects the reinforcement ability of filler the most, because the chemical nature of a particle’s surface determines filler–filler and filler-matrix interactions. These interactions in turn affect the filler’s dispersion in the polymer matrix and thus the final performance of the composite. Therefore, a better understanding of a filler’s surface properties is critical for determining the most effective polymer reinforcement fillers.

However, to the best of our knowledge, the surface characterization of talc-derived fillers has been poorly reported and is poorly understood. In this work, a colored talc filler (CTF) was prepared, and its surface properties were subsequently studied and compared to those of talc filler (TF), using IGC and contact angle measurement. The mechanical properties of ABS composites filled with CTF and TF were investigated as well.

2. Basic theory

2.1. IGC method

2.1.1. Surface energy

In IGC, the solids to be characterized are packed into columns, and different gases are injected. The injection of known polar and nonpolar gases enables the determination of the surface properties of the packed materials. Molecular probes are injected at infinite
dilution to rule out lateral probe-probe interactions and to favor probe-stationary phase interactions only. Stationary phase characterization is achieved by partitioning the samples between the mobile and stationary phases.

According to Fowkes [8–10], the total surface energy (\(\gamma^T_S\)) is often divided into dispersive (\(\gamma^D_S\)) and specific (\(\gamma^{SP}_S\)) surface energy components. The dispersive interactions consist of London, Keesom and Debye interactions, while the specific interactions include acid-base interactions, H-bonding and \(\pi\)-bonding.

\[
\gamma^T_S = \gamma^D_S + \gamma^{SP}_S
\]  

(1)

A more robust method for computing the surface energy distribution is the Dorris-Gray method [11] is commonly used and thus it was applied in this work. The contribution of acid-base properties is often obtained by first measuring the specific Gibbs free energies of adsorption (\(\Delta G^{SP}\)) for the various polar probes. From the \(\Delta G^{SP}\), it can be calculated the acid-base numbers related to the specific surface energy. Based on the van-Oss-Chaudhury-Good (vOCG) approach [12] and applying the Della Volpe scale [13] for surface tension components of polar solvents, the \(\gamma^{SP}_S\) is subdivided into Lewis acid (\(\gamma^A_S\)) and Lewis base (\(\gamma^B_S\)) components.

\[
\gamma^{SP}_S = 2 \sqrt{\gamma^A_S \gamma^B_S}
\]  

(2)

2.1.2. Deconvolution of surface energetic sites

Surface energy heterogeneity, manifesting with a distribution of various surface sites with different energy levels, constitutes an energetic map of the solid surface and thus allows a prediction of the materials properties, in particular the formulation of composites, adhesives or blends. Such a heterogeneity profile can be represented by an energy distribution function. IGC is not the only means of measuring surface energy heterogeneity and alternative techniques are considered for measuring surface free energy. However, the contact angle measurement requires macroscopic crystals in order to determine specific energy contributions. Such measurements on specific crystalline facets may neglect edge effects and defects, and reflect a bulk average surface energy for solids. Another approach is adhesion force measurement by atomic force microscopy, although there are theoretical and technical challenges to this methodology. IGC provides data over a wide range of probe surface coverages, yielding information about the relative heterogeneity of the surface energy distribution of a material. However, existing methods for interpreting IGC data are based on inappropriate assumptions, giving purview to the development of new approaches to the analysis of surface-energy heterogeneity.

A more robust method for computing the surface energy distribution of heterogeneous powders has recently been proposed. Based on sounder thermodynamic assumptions, Smith et al. [14] developed a new numerical model for energy calculation, expanding on initial efforts from the model proposed by Jefferson et al. [15]. Using this approach, the surface energy distribution is determined by fitting simulation parameters to experimental IGC data. A computer algorithm is used that varies the model parameters and compares the resulting simulation with the experimental data. The process is repeated until small changes in the model parameters do not improve the fit of the simulation to the experimental data. It is worth noting that, the use of thermodynamic principles for the filling of energetic sites is an important step in characterizing the effect of differing energetic contributions. This is a nontrivial problem, as can be seen by the nonlinear relationship displayed by mixtures of materials at different energies. In this instance, it would seem appropriate to use multiple single energy values at different weights, to simulate the different states. To account for slight defects around these energy sites, the use of Gaussian distribution for each was used:

\[
f\left(\gamma^m_S\right) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left[-\frac{1}{2} \left(\frac{\gamma^m_S - \mu}{\sigma}\right)^2\right]
\]  

(3a)

where \(\sigma\) represents the standard deviation and \(\mu\) is the center of the energy. The standard deviations of the Gaussian functions are fixed at one. The distributions for all the energy states are then combined to form a single distribution, whose sum is normalized to the value 1 (as this sets the total energy sites to 100% of the surface).

2.2. Contact angle methods

There are numerous methods for calculating the solid surface energy from equilibrium liquid contact angles. Among these methods, the Zisman plot [16–18], Fowkes [19,20], Owens-Wendt-Kaelble (OWK) [21,22], vOCG [23] and Wu [24,25] are commonly used and thus were applied in this work.

The key equation used to determine the solid surface energies by contact angle measurement is the Young’s equation [26], which was derived from the equilibrium condition of forces representing surface tensions at the contact point of three phases: solid, liquid and gas.

\[
\gamma_L \cos \theta = \gamma_S - \gamma_{SL}
\]  

(3b)

where \(\gamma_S\), \(\gamma_L\) and \(\gamma_{SL}\) are the surface free energies of solid, liquid and solid–liquid (mJ/m\(^2\)), respectively; and \(\theta\) is the contact angle between the solid surface and the test liquid.\(^{1}\)

In the Young’s equation, both \(\gamma_S\) and \(\gamma_L\) are measurable. In order to obtain \(\gamma_{SL}\) by solving this equation, an additional relationship between these quantities has to be made. An understanding of the different methods requires an explanation of the term “work of adhesion (\(W_A\))”. Thermodynamic adhesion is the de facto energy spent to restructure the bonded interface due to the atomistic interaction between two materials. The equation for \(W_A\) can be written as:

\[
W_A = \gamma_A + \gamma_B - \gamma_{AB}
\]  

(4)

where \(\gamma_A\) and \(\gamma_B\) represent the surface tensions of phases A and B; and \(\gamma_{AB}\) represents the interfacial tension between the two phases. For the solid—liquid system, the equation can be written as:

\[
W_A = \gamma_S + \gamma_L - \gamma_{SL}
\]  

(5)

Combining it with the Young’s equation yields:

\[
W_A = \gamma_L (1 + \cos \theta)
\]  

(6)

In a similar way, the work of cohesion (\(W_C\)) of one substance (e.g., A) can be defined as:

\[
W_C = \gamma_A + \gamma_A - 0 = 2\gamma_A
\]  

(7)

Bertheelot [27] stabilized the direction to surface energy calculations and assumed that \(W_A\) between the solid and the liquid equals the geometric mean of individual cohesion work.
\[ W_A = \sqrt{W_{SS}W_{LL}} \]

Combining Eq. (8) with Eqs. (6) and (7) yields:

\[ W_A = \sqrt{W_{SS}W_{LL}} = 2\sqrt{\gamma_S\gamma_L} = \gamma_L(1 + \cos \theta) \]

2.2.1. Zisman plot method

The interpretation of contact angles in terms of solid surface energy was pioneered by Zisman and Fox [16–18]. A Zisman plot is used to define the so-called critical surface tension (\( \gamma_c \)) of wetting, which differs from the surface energy and is not divided into dispersive and non-dispersive (polar) components. The key observation they made was that, for a given solid, the measured contact angles did not vary randomly as the liquid varied; rather, the \( \cos \theta \) changed smoothly with the \( \gamma_c \) values for TF and CTF were determined using formamide and diiodomethane as the test liquids.

\[ \gamma_{SL} = \gamma_S + \gamma_L - 2\sqrt{\gamma_S\gamma_L} \]

Combining Eq. (10) with the Young’s equation yields:

\[ \gamma_L(1 + \cos \theta) = 2\sqrt{\gamma_S\gamma_L} \]

For this method, only the dispersive component of the interface interactions is specified. Thus, it is more suited for determining the dispersive contribution to the total surface energy. Since there is one unknown, \( \gamma_c \), in this equation, one liquid with known dispersive component can be used to solve it. In this work, the \( \gamma_c \) values for TF and CTF were determined using formamide and diiodomethane as the test liquids.

2.2.2. Fowkes method

According to Fowkes [19,20], the dispersive interactions between non-polar solid and liquid are predominant and connected with London forces. Thus, he used only the dispersive component in the equation for solid—liquid interfacial forces.

\[ \gamma_{SL} = \gamma_S + \gamma_L - 2\sqrt{\gamma_S\gamma_L} \]

2.2.3. OWK method

Owen and Wendt extended Fowkes’ idea and added the polar component of surface energy to the solid—liquid interfacial forces. This consists in determining the dispersive and polar components of surface energy based on Berthelot’s principle [27]. Owens and Wendt proposed the following form for \( W_A \):

\[ W_A = 2\sqrt{\gamma_S^D\gamma_L^D} + 2\sqrt{\gamma_S^P\gamma_L^P} \]

Combining it with the Young’s equation leads to Eq. (13):

\[ \gamma_L(1 + \cos \theta) = 2\sqrt{\gamma_S^D\gamma_L^D} + 2\sqrt{\gamma_S^P\gamma_L^P} \]

Since there are two unknowns, \( \gamma_S^D \) and \( \gamma_S^P \), in this equation, at least two liquids with known dispersive and polar components are needed to solve it. The liquid with the dominant polar component should be chosen as one test liquid and the other test liquid as the other. Distilled water, glycerol and formamide can be used as polar liquids, diiodomethane and \( \alpha \)-bromonaphtalene as dispersive. In this work, the surface energy parameters for TF and CTF were determined using formamide and diiodomethane as the test liquids.

2.2.4. vOCC method

Van Oss et al. [28–30] followed Fowkes’ theory and treated surface energy as a sum of the apolar Lifshitz-van der Waals component (\( \gamma_S^L \) similar to \( \gamma_c \)) and a polar component (\( \gamma_S^P \), similar to \( \gamma_S^P \)). The interfacial tension was postulated for solid—liquid systems as:

\[ \gamma_{SL} = \gamma_S + \gamma_L - 2\sqrt{\gamma_S^L\gamma_L^L + \sqrt{\gamma_S^L\gamma_L^L + \gamma_S^P\gamma_L^P}} \]

Combining it with the Young’s equation, we can obtain:

\[ \gamma_L(1 + \cos \theta) = 2\sqrt{\gamma_S^L\gamma_L^L + \sqrt{\gamma_S^L\gamma_L^L + \gamma_S^P\gamma_L^P}} \]

Since there are three unknowns, \( \gamma_S^L, \gamma_S^P \) and \( \gamma_L \), in this equation, at least three test liquids with known surface energy components are needed to solve it. One dispersive (e.g. diiodomethane) and two polar (e.g. water, glycerol) liquids could be used. In this work, distilled water, formamide and diiodomethane were applied.

2.2.5. Wu method

In addition to the OWK method, the other two—liquid method for considering the harmonic mean relationship was proposed by Wu [24,25]. He discerns between dispersive and polar components of the surface energy, but instead of using the geometric mean as in Eq. (13), he uses a harmonic mean in the expression for \( \gamma_{SL} \).

\[ \gamma_{SL} = \gamma_S + \gamma_L - \frac{4\sqrt{\gamma_S^D\gamma_L^D} + \sqrt{\gamma_S^P\gamma_L^P}}{\gamma_S + \gamma_L} \]

In combination with the Young’s equation, Wu’s equation can be written as:

\[ \gamma_L(1 + \cos \theta) = \frac{4\sqrt{\gamma_S^D\gamma_L^D} + \sqrt{\gamma_S^P\gamma_L^P}}{\gamma_S + \gamma_L} \]

As in the OWK method, Wu’s method also requires the use of at least two liquids. In this work, the surface energy parameters for TF and CTF were calculated using formamide and diiodomethane as the test liquids.

3. Experimental section

3.1. Materials

ABS copolymer (XR 401), composed of 24 wt% acrylonitrile, 6 wt% butadiene, and 70 wt% styrene, was supplied by LG Chemical Ltd. Direct Red 28 (DR 28) was provided by Yiwu Yu Fang Pigment Co., Ltd. China. Raw black talc was purchased from Guang Feng Tian Tu Chemical Co., Ltd., China. It was calcined at high temperature to remove the impurities and obtain the talc filler (TF).

3.2. CTF preparation

The TF powders were mixed with DR 28, water and hexadecyltrimethylammonium bromide at a weight ratio of 20: 2: 8.5: 1. After vigorous stirring, the mixture was left standing for 24 h. Then it was filtered and the filter cake was dried. The dried cake was ground to obtain the colored talc filler (CTF). Photographs of the TF and CTF powders are displayed in Fig. 1.

3.3. ABS composites preparation

Before mixing, the talc fillers and ABS matrix were oven-dried. Various weight ratios of ABS and talc fillers (100/0, 98/2, 95/5, 90/
10, 85/15, 80/20, 70/30 and 60/40) were mixed with 0.1 wt% antioxidant, 1.0 wt% lubricant and 0.1 wt% mineral oil, using a SHJ-35 parallel co-rotating twin screw extruder (Nanjing, China). The extrudates were pelletedized, and then a plastic injection molding machine (MA900/260, Ningbo, China) was used to prepare the test specimens. Prior to testing, impact and tensile dumb-bell bars were conditioned at a temperature of 23 ± 2 °C and relative humidity of 50 ± 5% for 40 h.

3.4. Characterization and tests

The surface-energy characterization of talc fillers was carried out using an iGC Surface Energy Analyzer (iGC–SEA, Surface Measurement Systems, Alperton, UK). Approximately 300 mg of the powders were packed into individual dimethyldichlorosilane-treated glass columns. The samples were run at surface coverages of 0.005–0.1% with polar and nonpolar molecular probes, to determine the $\gamma_S^D$ and $\gamma_S^{DP}$ as well as the $\Delta G^{SP}$. The sample column was preconditioned for 1 h at 343.15 K and 0% RH with 10 ml/min helium carrier gas, under the same conditions as in the experiment. The contact angles of TF and CTF for test liquids (distilled water, helium carrier gas, under the same conditions as in the experiment. was preconditioned for 1 h at 343.15 K and 0% RH with 10 ml/min helium carrier gas, under the same conditions as in the experiment.

Table 1

<table>
<thead>
<tr>
<th>Surface tension parameters (mJ/m²)</th>
<th>Water</th>
<th>Formamide</th>
<th>Diodomethane</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\gamma_D^S$</td>
<td>72.8</td>
<td>58.0</td>
<td>50.8</td>
</tr>
<tr>
<td>$\gamma_S^{DP}$</td>
<td>21.8</td>
<td>39.0</td>
<td>50.8</td>
</tr>
<tr>
<td>$\gamma_S^G$</td>
<td>51.0</td>
<td>19.0</td>
<td>0</td>
</tr>
<tr>
<td>$\gamma^+$</td>
<td>25.5</td>
<td>2.28</td>
<td>0</td>
</tr>
<tr>
<td>$\gamma^-$</td>
<td>25.5</td>
<td>39.6</td>
<td>0</td>
</tr>
</tbody>
</table>

The surface-energy characterization of talc and reported values of 49 and 32 mJ/m² for talc, respectively. In this work, a decrement of $\gamma_D^S$ for CTF was observed, which might be ascribed to its more uniform surface after loading with DR 28.

Compared to $\gamma_D^S$, the $\gamma_S^{DP}$ component contributed less to $\gamma_S^D$; approximately 19% for TF and 28% for CTF, implying a lower polarity for both samples. The calculated $\gamma_S^{DP}$ fell into the range of 28.8–40.0 mJ/m² for TF and 14.5–34.6 mJ/m² for CTF. According to literature, the $\gamma_S^{DP}$ values for talc generally differed from these results. Wu et al. [36] studied the effect of grinding on the surface properties of talc and reported $\gamma_S^{DP}$ values of 1.7 mJ/m² for talc and 4.2 mJ/m² for ground talc. Giese et al. [35] revealed a value of 5.1 mJ/m² for the talc. The acid $\gamma_S^T$ and basic $\gamma_S$ components of the polar surface energy are also included in Fig. 2. It can be observed that the $\gamma_S^T$ component was larger than the $\gamma_S^T$. This was not consistent with reports in the literature, where Wu et al. [36] revealed a $\gamma_S^T$ value of 6.9 mJ/m² and a $\gamma_S^B$ value of 0.1 mJ/m². Giese et al. [35] also reported a higher value for $\gamma_S^T$ (2.7 mJ/m²) than for $\gamma_S^T$ (2.4 mJ/m²). $\gamma_S^T$ is assumed to be the sum of $\gamma_S^{DP}$ and $\gamma_S^{DP}$, so that the higher $\gamma_S^T$ and $\gamma_S^{DP}$ for TF added up to a higher $\gamma_S^T$. value.

Fig. 2 shows the surface energy profiles measured by IGC for TF and CTF. This surface energy profile was then analyzed using the approach delineated in section 2.1.2 to provide an array of energies for the materials surface. The deconvoluted surface energy is shown in Fig. 3. The energy values for CTF found by the computational method of 35, 80, and 140 mJ/m², and similarly the energy values found computationally for TF were 120, 140, and 290 mJ/m². As expected, all energetically heterogeneous samples had variations of surface sites.

4.2. Contact angle methods

The contact angles for TF and CTF determined using the sessile drop method are listed in Table 2. It can be observed that there was influence on these properties. They also studied the changes of $\gamma_D^S$ as a function of polymer impregnation ratio for talc, and reported a high value of 160 mJ/m² for neat talc [32]. Douillard et al. [33] also revealed a value of 131 mJ/m². However, Kaggwa et al. [34] and Giese et al. [35] reported lower values of 49 and 32 mJ/m² for talc, respectively. In this work, a decrement of $\gamma_D^S$ for CTF was observed, which might be ascribed to its more uniform surface after loading with DR 28.

Compared to $\gamma_D^S$, the $\gamma_S^{DP}$ component contributed less to $\gamma_S^D$; approximately 19% for TF and 28% for CTF, implying a lower polarity for both samples. The calculated $\gamma_S^{DP}$ fell into the range of 28.8–40.0 mJ/m² for TF and 14.5–34.6 mJ/m² for CTF. According to literature, the $\gamma_S^{DP}$ values for talc generally differed from these results. Wu et al. [36] studied the effect of grinding on the surface properties of talc and reported $\gamma_S^{DP}$ values of 1.7 mJ/m² for talc and 4.2 mJ/m² for ground talc. Giese et al. [35] revealed a value of 5.1 mJ/m² for the talc. The acid $\gamma_S^T$ and basic $\gamma_S$ components of the polar surface energy are also included in Fig. 2. It can be observed that the $\gamma_S^T$ component was larger than the $\gamma_S^T$. This was not consistent with reports in the literature, where Wu et al. [36] revealed a $\gamma_S^T$ value of 6.9 mJ/m² and a $\gamma_S^B$ value of 0.1 mJ/m². Giese et al. [35] also reported a higher value for $\gamma_S^T$ (2.7 mJ/m²) than for $\gamma_S^T$ (2.4 mJ/m²). $\gamma_S^T$ is assumed to be the sum of $\gamma_S^{DP}$ and $\gamma_S^{DP}$, so that the higher $\gamma_S^T$ and $\gamma_S^{DP}$ for TF added up to a higher $\gamma_S^T$. value.

Fig. 2 shows the surface energy profiles measured by IGC for TF and CTF. This surface energy profile was then analyzed using the approach delineated in section 2.1.2 to provide an array of energies for the materials surface. The deconvoluted surface energy is shown in Fig. 3. The energy values for CTF found by the computational method of 35, 80, and 140 mJ/m², and similarly the energy values found computationally for TF were 120, 140, and 290 mJ/m². As expected, all energetically heterogeneous samples had variations of surface sites.

4. Contact angle methods

The contact angles for TF and CTF determined using the sessile drop method are listed in Table 2. It can be observed that there was

![Fig. 1. Photographs of the TF and CTF powders.](image-url)
no distinction between the contact angles of the two samples. In addition, contact angles for the three liquids were all less than 90°, indicating an amphiphilic character for both samples. This was consistent with the results in the literature, where the contact angles of talc for water, formamide and diiodomethane were reported as 79, 43 and 42°, respectively [36]. Douillard et al. [37] revealed advancing contact angles of 60, 42 and 38° for water, formamide and diiodomethane, respectively.

### 4.3. Surface energy comparison

The surface energy profiles for TF and CTF determined using alkanes by IGC are displayed in Fig. 2. As a comparison, the surface energy calculated using five contact angle methods are included in Table 2. It can be observed that the $\gamma_D$ determined by the Fowkes, OWK, vOCG and Wu methods were consistent, but lower than those using IGC analysis. From a theoretical point of view, the results obtained from IGC and contact angle measurement are somewhat different. Ticehurst et al. [38] claimed that the $\gamma_D$ results from the two methods cannot be identical because of the distinction in their theoretical approaches. In the surface characterization of phenol-formaldehyde-lignin resin, Matsushita et al. [39] and Dove et al. [40] also observed a discrepancy between the absolute values of $\gamma_D$ calculated by the two methods. However, in the measurement of pharmaceutical powders, Planinsek et al. [41] found a good correlation between results obtained from the two methods. Thus, a satisfactory solution to this question would require further systematic study comparing data obtained from both methods. In fact, IGC analysis performed to determine $\gamma_D$ is mostly carried out under infinitely dilute conditions, where minimal doses of molecular probes are used. Therefore, any information obtained from IGC under these conditions will mainly concern the most active sites of the solid surfaces, which may constitute only a small fraction (e.g. 0.1%) of the surface examined. In addition, IGC evaluates mainly high energy sites, which is associated with preferential interactions of injected probes with these sites on the heterogeneous surface of stationary phase [42–44]. This in turn indicated the significance of surface energy distribution and thus the deconvolution of surface energetic sites was conducted in this work.

As for $\gamma_{SP}$, it fell into the range of 28.8–40.0 mJ/m² for TF and 14.5–34.6 mJ/m² for CTF, as determined by IGC. As a comparison, the $\gamma_{SP}$ values calculated by the contact angle methods were less than those determined by the IGC method. A difference in $\gamma_{SP}$ between the two methods was also reported [45], a result that can be expected because an infinite IGC operates at zero surface coverage of the probe molecules, and predominantly detects high energy sites [46]. Thus, the $\gamma_{SP}$ values obtained by IGC will often be higher than those obtained by contact angle methods, as the latter detect surface sites of all energy levels (e.g. 100% of the surface sites) and thus determine an average energy level for the solid surface [47].

The $\gamma_{TS}$ values determined by IGC were in the range of 150.4–210.6 mJ/m² for TF and 56.9–111.4 mJ/m² for CTF. The values determined by OWK, vOCG and Wu methods were consistent, but less than those determined by IGC. According to Eq. (7), $W_C$ equals $2\gamma_{TS}$. Therefore, the CTF showed lower $W_C$ as compared to TF, which could reduce the filler particle-particle interactions, allowing its better dispersion in a polymer matrix.

Fig. 2. Surface energy profiles for TF and CTF.

Fig. 3. Dispersive surface energy site distribution for TF and CTF.
The γ_c values for both samples were also determined using the Zisman plot method. It can be seen that the CTF had a lower γ_c, indicating a more hydrophobic character.

4.4. Mechanical properties of ABS composites

The mechanical properties of ABS composites are displayed in Fig. 4. As a comparison, the neat ABS was also included. It can be observed that the tensile strength of the specimens decreased almost linearly when TF and CTF were incorporated into the ABS matrix. As compared with that for neat ABS (43.8 MPa), the tensile strength decreased from 43.7 to 28.7 MPa and from 42.9 to 29.8 MPa for ABS/TF and ABS/CTF composites, respectively, with the filler loading increasing from 2 to 40 wt%. The tensile strength is more dependent on the filler-matrix interaction. This poor adhesion created weak interface regions, resulting in debonding and frictional pullout. The decrease in the polymer matrix content in the composite as a function of the increase in the filler content was also responsible for the low tensile strength. For tensile modulus, an increasing trend was displayed with the incorporation of TF and CTF in Fig. 4. As compared with that for neat ABS (2307.0 MPa), this value increased by 101 and 52% for TF and CTF, respectively, with the filler loading increasing from 2 to 40 wt%. The apparent increase in Young’s modulus was attributed to the increased filler-matrix interfaces and the enhanced load transmission from the polymer matrix to the reinforcement. The elongation at break in tensile strength of ABS composites displayed a decreasing trend as the filler loading increased. This was because the composites became stiffer with an increasing amount of fillers. As compared with that for neat ABS (13.8%), this value decreased from 24.7 to 2.2% for TF and from 13.3 to 2.1% for CTF, when the filler incorporation increased from 2 to 40 wt%. This decrement was ascribed to the low elongation of filler that restricted the flow of polymer molecules past one another. Similar to the trend recorded for tensile strength, there was an overall decrease in flexural strength for ABS composites filled with TF and CTF. It decreased from 83.6 (for neat ABS) to 60.1 and 60.6 MPa for TF and CTF, respectively, with a filler content of 40 wt%. This behavior was different from the relationship between strength and filler content, as can be expected according to the ‘rule of mixtures’ models [48]. The apparent decrement could be due to filler defects, which caused crack initiation, filler/matrix debonding and early failure before the load was fully transferred from matrix to filler, and flexural strength decreased accordingly. In contrast to flexural strength, the flexural modulus of the composites increased with an increase in filler content. The modulus increased by 63.3 and 58.2% for TF and CTF, respectively, when the filler amount was increased to 40 wt%. These increments could be attributed to the enhanced stiffness of the composite. For the ABS composites filled with TF and CTF, impact strength showed a significant decreasing trend with an increase in filler content. The

Table 2

<table>
<thead>
<tr>
<th>Samples</th>
<th>Contact angles (°)</th>
<th>Surface energy parameters (mJ/m^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Water</td>
<td>Formamide</td>
</tr>
<tr>
<td></td>
<td>Zisman plot</td>
<td>Fowkes</td>
</tr>
<tr>
<td></td>
<td>( \gamma_0 )</td>
<td>( \gamma_T )</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTF</td>
<td>23 ± 1.1</td>
<td>14 ± 0.7</td>
</tr>
<tr>
<td>TF</td>
<td>24 ± 1.2</td>
<td>8 ± 0.4</td>
</tr>
</tbody>
</table>

Fig. 4. Mechanical properties of neat ABS and ABS filled with CTF.
presence of filler in the ABS matrix creates points of stress concentration, thus providing sites for crack initiation. Another reason for the decrement in impact strength might be the stiffening of polymer chains due to bonding between filler and matrix. The mechanical properties study showed that incorporation of TF and CTF could increase the tensile modulus and flexural modulus of the ABS matrix, but it decreased the tensile strength, flexural strength, elongation at break and impact strength. Therefore, the inclusion of TF and CTF mainly played a reinforcing role.

5. Conclusion

The CTF was prepared and its surface properties were studied and compared to those of TF, using IGC and contact angle measurement. The results showed that the $Y^D$ component for both samples contributed the major part of $Y^S$. The values determined using the contact angle methods were consistent, and also lower than those calculated by IGC analysis. The deconvection of surface energetic sites confirmed that energetically heterogeneous CTF and TF had variations of surface sites. Compared to $Y^D$, the $Y^S$ component contributed less to $Y^S$, implying a lower polarity for both samples. The $Y^D$ values calculated by the contact angle methods were consistent, and also lower than those calculated using IGC. The CTF had lower, indicating surfaces were more hydrophobic than TF. The lower $Y^D$ and $Y^S$ for CTF added up to a lower $Y^S$ value, which could reduce filler–particle–particle interactions, and thus lead to an increase in ABS/CTF composite performance.

The mechanical properties analysis showed that the inclusion of TF and CTF played mainly a reinforcing role in the filled ABS, and a better mechanical performance for CTF was confirmed. The absence of toxic metals, coupled with suitable mechanical performance, makes CTF a candidate filler for the masterbatch industry.
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