Monte Carlo simulations of measured electron energy-loss spectra of diamond and graphite: Role of dielectric-response models
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A B S T R A C T

In this work we compare Monte Carlo (MC) simulations of electron-transport properties with reflection electron energy-loss measurements in diamond and graphite films. We assess the impact of different approximations of the dielectric response on the observables of interest for the characterization of carbon-based materials. We calculate the frequency-dependent dielectric response and energy-loss functions of these materials in two ways: a full ab initio approach, in which we carry out time-dependent density functional simulations in linear response for different momentum transfers, and a semi-classical model, based on the Drude–Lorentz extension to finite momenta of the optical dielectric function. Ab initio calculated dielectric functions lead to better agreement with measured energy-loss spectra compared to the widely used Drude–Lorentz model. This discrepancy is particularly evident for insulators and semiconductors beyond the optical limit \( q < 0 \), where single-particle excitations become relevant. Furthermore, we show that the behaviour of the energy-loss function obtained at different accuracy levels has a dramatic effect on other physical observables, such as the inelastic mean free path and the stopping power in the low energy \( < 100 \text{ eV} \) regime and thus on the accuracy of MC simulations.

1. Introduction

Electron beams are widely used in materials characterization for probing composition and structure as well as in the fabrication of electronic devices via plasma-based etching processes and lithography. In particular, the success of electron microscopy and spectroscopy in reaching high resolving power is due on the one hand to the much smaller electron beam wavelength in comparison to light; and on the other hand to the ease of handling electrons, which can be detected, counted and analyzed with respect to energy and angular distribution using electromagnetic fields. Therefore, the study of electron-transport inside materials is of paramount importance to understand and to control the interaction mechanisms and energy-transfer scattering processes that occur at different energy ranges in electronic devices [1–3].

Moreover, the synthesis of novel carbon allotropes, such as nanotubes and graphene, by chemical vapour deposition (CVD) on metals [4] or by mechanical exfoliation resulted in a renovated interest in carbon-based electronics [5–7]. Nevertheless, growth techniques, mainly focused on the enhanced catalytic activity of metallic substrates, are still largely debated [8], being of particular concern the graphene flake after-growth transfer to different semiconductor substrates and the high working temperature of heteroepitaxial synthesis approaches [9]. Unfortunately, difficulties encountered in growing high-quality graphene sheets currently hamper the theoretical potential of this 2D material. Furthermore,
the use of graphene in micro-electronic applications forces the
opening of a band gap [10,11].

However, other stable or naturally occurring allotropic forms of
carbon, such as diamond, multi-layer graphene, and graphite, along
with its intercalation compounds, could be used as viable candi-
dates for an all-carbon electronics revolution. In particular, dia-
mond was long considered an ideal candidate for enhancing the
performances of electronic devices due to its high thermal con-
ductivity and charge mobility, wide band gap, optical isotropic
structure and robustness owing to its strong covalent sp3-hydi-
ized structure. On the other hand, graphite is the most stable car-
thon allotrope, arranged in the form of a layered solid, showing both
strength to those found in diamond, and weak interplanar bonds
that make it soft and malleable as well as anisotropic to external
perturbations. Furthermore, graphite shows optimal heat and
electricity conductivity retaining the highest natural strength and
stiffness even at temperatures in excess of 3000 °C.

In this respect, this work is aimed at modelling the electron-
transport properties of diamond and graphite films by calculating
a number of observables of paramount importance for designing
novel optical and electronic devices, such as inelastic mean free
path, stopping power, plasmons and secondary electron spectra.
The specific goal of our analysis is to unravel the impact that
different theoretical approaches for calculating the dielectric
function, ranging from ab initio calculations to the use of a
parametrized models, such as Drude–Lorentz (DL), may have on
the assessment of the dielectric response of these two materials by
comparing our simulations with experimental reflection electron
energy-loss spectra (REELS). This study represents thus a funda-
mental step towards a better understanding of the basic properties
characterizing both bulk and thin-film carbon materials as well as
an important contribution towards the development of an all-
carbon electronics.

We notice that all the observables considered in our analysis are
based on the accurate assessment of the frequency-dependent
dielectric function, which links microscopic properties, such as
the band structure of solids, to macroscopic features that are the
direct outcome of spectroscopic experiments, such as the absorp-
tion coefficient, the surface impedance or the electron energy-loss.

To compute the dielectric function dependence on the trans-
ferred momentum we proceed along three different routes: i) first,
we use a semi-classical approach, whereby one assumes the
knowledge of the long-wavelength or optical limit of the dielectric
function (q → 0 limit); this information is usually provided by
experimental measurements of optical absorption [12], transmi-
ssion electron energy-loss experiments [13,14] or ab initio sim-
ulations [15]. To go beyond the optical limit, we extend the
dielectric response to finite momenta by using a DL model. In this
approach, the dielectric function is approximated by a number of
damped harmonic oscillators with frequencies equal to the plas-
mon frequencies obtained by fitting experimental data [16,17] and a
friction-type force to simulate general dissipative processes; ii) sec-
ond approach uses ab initio simulations to calculate the
dielectric response for vanishing momentum transfer, eventually
extended to finite momenta by a DL model; iii) third, we find the
dispersion law of the dielectric function at finite momentum q by
using a full ab initio (Al) approach, based on time-dependent
density functional simulations [18] in the linear response (LR-
TDDFT) [19].

The combination of ab initio calculations with electron-gas
models for calculating physical observables such as the inelastic
mean free path, has been previously studied also by Nguyen-Truong
[20], Chantler et al. [21] and Sorini et al. [22]. In particular, the
extension of the dielectric response at finite momenta with the
Drude–Lorentz approach turned out to be the most accurate semi-
empirical model available, as reported by Garcia-Molina et. al [23].

The so-derived dielectric functions are used as input for a Monte
Carlo description of the inelastic scattering probability to calculate
the energy loss of electrons along their path within the solid. The
comparison between our simulated and recorded REELS allows us
to assess the impact that external tunable parameters and semi-
classical assumptions might have on the accuracy of simulated
spectral lineshapes.

2. Experimental details

A polycrystalline diamond film was deposited on a silicon sub-
strate in a microwave tubular reactor using a CH₄-H₂ gas mixture.
After exposure to atmospheric pressure, the film was inserted into
an Ultra High Vacuum (UHV) system equipped with both a sample
preparation and an analysis chamber. Highly Oriented Pyrolytic
Graphite (HOPG) was cleaved ex-situ before inserting into the UHV
system. The two samples were cleaned by annealing at 600 °C for
10 min in UHV. REEL spectra were acquired in a PHI 545 system
operating at a base pressure of = 2 × 10⁻¹⁰ mbar. The instrument is
equipped with a double-pass cylindrical mirror analyzer (CMA), a
coaxial electron gun, a non-monochromatic MgKα (hν = 1253.6 eV)
X-ray source and a He discharge lamp. In CMA, incoming electrons
cross the surface at a fixed angle with respect to the sample normal,
while outgoing electrons cross the surface at a variable angle
dependent on the angle between the surface normal and the CMA
axis (30°), the entrance angle to the analyser (42 ± 6°) and the
azimuth angle in a plane normal to the CMA axis. Spectra are taken
at a constant energy resolution of 0.6 eV, as measured on a Pd Fermi
edge. The measured FWHM of the zero-loss peak (ZLP) is 0.9 eV.
The energy of incident electrons ranges from T = 250 eV to
T = 2000 eV. Once acquired, REEL spectra are corrected for the
energy dependence (E⁻⁰.⁵) of the analyser transmission function.

3. Computational details

3.1. Computed observables for charge transport simulations

The physical quantity relating the microscopic and macroscopic
description of the electron-beam interaction with matter is given
by the dielectric response function. It is important to distinguish
between microscopic and macroscopic quantities, where the latter
are defined as averages over the unit cell of the former. In fact, the
total electric field induced by an external perturbing field can
exhibit rapid oscillations at the atomic level, while at larger scale
the response function is homogeneous. For periodic crystals (as we
model diamond and graphite films periodic in the in-plane direc-
tion), one can exploit the translational symmetry and the micro-
scopic dielectric function can be conveniently written in reciprocal
space, i.e. ε(q, W) = ε(q + G, q + G, W), where G and G are
reciprocal lattice vectors, q is the transferred momentum contained
in the first Brillouin zone (IBZ) and W is the transferred energy.
Using this notation ε(q, W) is also often called dielectric matrix.
It can be shown [19] that the relation between the experimentally
measurable macroscopic dielectric function and the microscopic
one is [24,25]:

ε(q, W) = \left[\epsilon^{-1}_{0}(q, W)\right]^{-1} \tag{1}

In particular, electron transport observables, such as the energy
loss per unit path or the inelastic scattering cross section, are
proportional to the imaginary part of minus the inverse of the dielectric function [26], which is called energy loss function (ELF):

$$\text{ELF} = \text{Im} \left[ -\frac{1}{\varepsilon(q, W)} \right]$$

(2)

In general, the momentum transferred by electrons upon collisions is neither negligible nor constant in different energy ranges. Thus one needs to evaluate the dielectric function also out of the optical limit before calculating the expression in Eq. (2). In this regard, the computation of the dielectric response for finite momentum transfer is a major issue in the treatment of inelastic interactions, and has a dramatic influence on energy-loss spectra and secondary-electron lineshapes. In the following sections we describe two different approaches at different levels of accuracy to overcome this issue, notably the DL and the full AI models.

We stress that the assumption behind the validity of Eq. (2) is the first order Born approximation, which is reliable only for sufficiently fast charged particles that can thus be considered pointlike and weakly deflected in each collision by the potential scattering. In general, the latter hypothesis means that the incident particle kinetic energy $T$ should exceed the energy of the target electrons. In our case, this request means that $T(eV) \gg 13.62^2 = 490$ eV. However, calculations performed using Eq. (2) can be considered reliable well below the above mentioned limit [27]. Indeed, the latter value is referred to core-level electrons, while in our case only target valence electrons, having much lower kinetic energy, enter the model. We will show by comparison with our experimental data that quantitative results from Monte Carlo simulations based on Eq. (2) can be obtained even for low-energy secondary-electron yields.

### 3.2. Drude—Lorentz model

The DL model approximates the material dielectric response to an applied uniform external field of frequency $\omega = \frac{q}{2\pi} \omega$ with $W$ the perturbation energy and $h$ the reduced Planck constant, by considering the target screening electrons as harmonic oscillators of frequency equal to the plasmon frequency $\omega_p = \frac{2\pi}{\tau} \omega$ with $E_0$ the plasmon energy. Charge oscillation is damped via a damping constant $\Gamma_n$, that takes into account friction-like forces affecting the oscillatory harmonic motion. Furthermore, within this approach the ELF is extrapolated outside the optical domain, for nonvanishing momentum, by using a quadratic dispersion law that resembles the Random Phase Approximation (RPA) [23,27,28]. In the RPA, valence electrons in the solid are approximated by a noninteracting homogeneous gas, and the plasmon energy is expanded to second order in $q$ as:

$$E_n(q \neq 0) = E_n(q = 0) + \frac{\hbar^2 q^2}{2m} \Gamma_n$$

(3)

The ELF can thus be expressed as a sum over all oscillators of $q$-dependent generalized DL functions with a full-width-half-maximum $\Gamma_n$ as follows [27,29,30]:

$$\text{Im} \left[ -\frac{1}{\varepsilon(q, W)} \right] = \sum_n A_n \Gamma_n W \left( \frac{E_n(q) - W^2}{E_n(q) - W^2} \right)$$

(4)

where $A_n$ is the oscillator strength of the $n^{th}$-oscillator and can be obtained by fitting procedures of optical data. Most importantly, it can be shown that the $f$-sum rule is exactly satisfied by the Drude dielectric function.

### 3.3. Ab initio simulations

Ab initio simulations of diamond and graphite dielectric functions have been carried out using a TDDFT approach in the linear-response (LR) approximation [31]. TDDFT has shown great potential to replace computationally expensive many-body perturbation methods for accessing excitation energies and spectra of solids in their interaction with electromagnetic fields. The key quantity to perform LR-TDDFT simulation is the polarization function $\chi(r, r', t)$ describing the change of the density $\delta n$ at $(r, t)$ due to a small deviation in the external perturbation $\delta W_{\text{ext}}$ at $(r', t)$:

$$\delta n(r, t) = \int dt' \int d^3r' \chi(r, r', t) \delta W_{\text{ext}}(r', t')$$

(5)

The TDDFT many-body response function $\chi(r, r', t)$ is related to the independent-particle polarizability $\chi_{\text{KS}}(r, r', t, \tau)$ by a Dyson-type equation as follows:

$$\chi(r, r', t, \tau) = \chi_{\text{KS}}(r, r', t, \tau) \times \left\{ \int dt \int d^3r x \int dt' \int d^3r' \chi_{\text{KS}}(r, x, r, t) \delta(t' - t) + f_{\text{xc}}(x, t) \chi(x, r, r', \tau) \right\}$$

(6)

where $f_{\text{xc}}(x, r, r', \tau) = \frac{\delta W_{\text{xc}}(x, r, r', \tau)}{\delta W_{\text{ext}}(x, r, r', \tau)}$ is the energy-dependent exchange-correlation kernel. The independent-particle response function $\chi_{\text{KS}}$ is calculated usually via a mean-field approach, such as Kohn–Sham DFT. As in static DFT, the time-dependent exchange-correlation potential is an unknown density functional and calculations usually rely on the so-called adiabatic local-density approximation (ALDA) in which the time-dependence of the functional is neglected [18]. However, in systems where excitonic effects are expected to have a strong influence on spectral features due to an ineffective electronic screening, e.g. in insulators such as diamond, the use of a bootstrap kernel [32] that includes effects beyond the RPA is necessary.

Assuming translational invariance, the ELF can be computed inserting Eq. (1) into Eq. (2). The inversion procedure can be cumbersome for large basis sets and large k-point grids. Thus, one can calculate the so-called dielectric matrix without local-field effects (LFE), in which the dielectric matrix off-diagonal elements $\chi_{G,G'}(q, W)$, $G, G' \neq 0$ for different values of $q$ are neglected [25]. In the latter case, the macroscopic dielectric matrix is obtained by simply inverting the head of the microscopic dielectric matrix. However, in these off-diagonal terms the fluctuations on atomic scale of the polarization are encoded. For highly inhomogeneous electron density systems or highly locally polarizable atoms, such as in the case of diamond and graphite, LFE can play a significant role in the description of the dielectric properties [33], particularly at small wavelengths, to the point of invalidating even qualitative results. Thus, in our analysis we include LFE in the dielectric properties of these carbon-based materials, where strong microscopic local fields can be created. Including LFE, one can show that the dielectric function in reciprocal space is [34]:

$$\chi_{G,G'}^{-1}(q, W) = \delta_{G,G'} + r_{G,G'}^S(q) \chi_G(q, W)$$

(7)

where $r_{G,G'}^S(q) = \frac{4\pi e^2}{|q| \sqrt{|q| / |G| / |G'|}}$ is the Fourier transform of the Coulomb potential, and $\chi_G(q, W)$ is the microscopic polarizability. The
computation of the dielectric and energy-loss functions within the TDDFT framework has been carried out by using the ELK code, which is an all-electron full-potential linearised augmented-plane-wave (FP-LAPW) program [35]. More specifically, the electron-electron interaction in diamond crystals was described via the generalized gradient approximation (GGA) [36] using a “bootstrap” exchange-correlation kernel \( f_{xc} \) [32], with the cut-off for the augmented plane waves set to 665 eV. Brillouin zone sampling was performed using a \( 20 \times 20 \times 20 \) k-point grid along with an electron occupancy Fermi smearing of 0.2 eV, which ensures convergence of the dielectric observables for the primary cell below chemical accuracy.

In the case of graphite, a local spin-density approximation (LSDA) [37] to the exchange-correlation functional has been used together with an ALDA for the exchange-correlation kernel \( f_{xc} \). The Brillouin zone was sampled using a \( 16 \times 16 \times 16 \) k-point grid, while the other DFT parameters were kept the same as for diamond. This k-point grid is sufficiently fine to obtain a converged ELF (a finer k-point mesh is instead needed to converge the dielectric function). Indeed, calculations performed with a significantly higher number of k-points \( (24 \times 24 \times 20) \) showed some negligible deviations of the ELF, particularly below 30 eV, with a small increased or decreased peak height. However, we remind that the ELF appears as an integrand in the calculation of the observables used in our MC simulations (that is, the Inelastic Scattering Probability and the Inelastic Mean Free Path). Thus, in average, these small differences compensate and the observables of interest for electronic charge transport are not significantly affected. Thus, we decided to use the coarser grid.

### 3.4. Theory of Monte Carlo simulations

The transport of electrons within a material can be simulated by a classical MC approach, assuming that the non-relativistic electron beam wavelength is small with respect to interatomic separation [27] and that the scattering cross sections for the different processes occurring within materials are known.

At this level the target is assumed to be semi-infinite, homogeneous and amorphous, the latter conditions supporting the assumption of incoherent scattering between different events. In our transport model, we consider a mono-energetic electron beam with \( N \) electrons impacting on the target with kinetic energy \( T \) and angle of incidence \( \theta \) with respect to the surface normal.

Electrons can undergo elastic and inelastic scattering. The scattering is usually elastic when electrons scatter nuclei with far heavier mass, and only a trajectory change by an angle \( \alpha \) is recorded. In this case, the elastic cross section \( \sigma_{el} \) is calculated by using the Mott theory, which is based on the solution of the Dirac equation in a central field [38]. In contrast, inelastic scattering processes resulting in both an energy loss \( W \) and a directional change \( \theta \) are mainly due to electron–electron interactions. In this occurrence, the inelastic cross section \( \sigma_{inel} \) is assessed via the dielectric model [26]. Within this approach the differential inelastic cross section is calculated as follows:

\[
\frac{d\sigma_{inel}}{dW} = \frac{1}{\rho q_0} \int \frac{d\sigma_{inel}}{dW} \text{Im} \left[ -\frac{1}{e(q_0W)} \right] \tag{8}
\]

where \( q_0 \) is the Bohr radius, \( \rho \) the atomic density of the target material, \( q \) is the transferred momentum and the integration limits are \( q_1 = \sqrt{2m(T - \sqrt{T - W})} \) and \( q_2 = \sqrt{2m(T + \sqrt{T - W})} \).

The electron mean free path \( \lambda \) is given by Ref. [38]:

\[
\lambda = \frac{1}{\rho (\sigma_{el} + \sigma_{inel})} \tag{9}
\]

Furthermore, we assume that the path travelled by a test charge between two subsequent collisions is Poisson–distributed, so that the cumulative probability that the electron moves a distance \( \Delta s \) before colliding is given by:

\[
\Delta s = -\lambda \ln(r_1) \tag{10}
\]

The random numbers \( r_1 \), as well as all random numbers employed in our MC simulations, are sampled in the range \([0,1]\) with a uniform distribution. A second random number \( r_2 \) is compared with the elastic \( (p_{el} = \frac{\lambda_{el}}{\pi r_{el}}) \) and inelastic \( (p_{inel} = 1 - p_{el}) \) scattering probabilities to determine whether the scattering is elastic \( (r_2 < p_{el}) \) or inelastic \( (r_2 \geq p_{el}) \). The outcome of an elastic interaction is given by the trajectory deflection of an angle \( \theta \) with respect to the direction before the collision, which can be computed by equalizing the following cumulative elastic probability with a third random number \( r_3 \):

\[
P_{el}(\theta, T) = \frac{1}{\sigma_{el}} \int_0^\theta \frac{d\sigma_{el}}{d\theta} d\theta = r_3 \tag{11}
\]

On the other hand, inelastic processes are dealt with by computing the inelastic scattering probability as:

\[
P_{inel}(W, T) = \frac{1}{\sigma_{inel}} \int_0^W \frac{d\sigma_{inel}}{dW} dW = r_4 \tag{12}
\]

As customary in electronic transport MC calculations, the maximum energy loss corresponds to half of the kinetic energy of the incident electron. To determine the energy loss \( W \), we generate a database of \( P_{inel} \) values for different \( W \) and \( T \) and we equalize the integral in Eq. (12) to a random number \( r_4 \).

Eventually, scattered electrons can be ejected from the target. Thus, in this work we calculate the so-called secondary-emission yield \( (\beta) \) This is given by the ratio between the number of secondary electrons emitted from the target material, and the number of electrons of the beam before the scattering event. The assessment of the secondary-electron spectral features is particularly important in imaging techniques [39,40]. In their way out of the solid, the electrons lose further energy to overcome the potential barrier \( E_A \) (electron affinity or work function) at the surface of the material. This process can be modelled as scattering by a potential barrier. Thus, the transmission coefficient can be computed as follows:

\[
t = 4\left(\frac{1 - E_A}{T - E_A} \cos^2 \theta_z \right) \left(1 - \sqrt{1 - \left(\frac{1 - E_A}{T - E_A} \cos^2 \theta_z \right)} \right)^2 \tag{13}
\]

where \( t \) represents the probability that the electron leaves the sample’s surface and \( \theta_z \) is the incident angle with respect to the surface normal. Finally, by comparing this transmission coefficient with a random number \( r_5 \), electrons are (or are not) emitted into the continuum with a kinetic energy lowered by the work function \( E_A \), whenever \( t \geq r_5 \) \( (t < r_5) \). By definition, emitted electrons emerging with kinetic energies below 50 eV are called secondary electrons. The Monte Carlo routines used for performing these simulations are embedded in the in-house developed suite
4. Results and discussion

4.1. Frequency-dependent dielectric function of diamond and graphite

The central quantity of our analysis is represented by the dielectric function, which links the microscopic features of diamond and graphite, accessible from ab initio or model simulations, to REELS experimental data. The real and imaginary part of the frequency-dependent dielectric function of diamond and graphite from our ab initio simulations are reported respectively in Figs. 1 and 2 for several transferred momenta in the IBZ along the $\Gamma L$ direction for diamond and along the $\Gamma M$ direction for graphite. We notice that both real and imaginary parts of $\varepsilon$ are strongly dependent on the transferred momentum, showing a high degree of anisotropy in the dielectric response for both solids. Furthermore, we stress that the dielectric function real and imaginary parts expected asymptotic behaviour (that is the real part goes to one, while the imaginary part goes to zero for increasing energy transfer at any $q$) are rigorously satisfied for both solids.

4.2. Frequency-dependent energy-loss functions of diamond and graphite

The ELF can be accurately computed via Eq. (2) within a full ab initio model once the dielectric function appearing in Eq. (7) is known in a fine grid of $q$ points. A computationally less expensive approach could be used, in which the dielectric function in the optical limit is computed from ab initio simulations or taken from transmission electron energy-loss experimental data [13,14] while the extension to finite momentum transfer is obtained by applying a RPA-type dispersion law. In this regard, to test the accuracy of different models, we calculated the ELF by three approaches.

Full ab initio (AI): Within this computational framework, the ELF was computed via full AI approach both for $q \to 0$ and outside the optical limit. The ELF, plotted as a function of energy and momentum transfer along the $\Gamma L$ ($\Gamma M$) direction for diamond (graphite), are shown in Figs. 3 and 4, respectively.

Drude–Lorentz from AI optical data (DL–AI): Within this approach, the dielectric response in the optical domain was still obtained from AI simulations of the dielectric function. The ELF was computed in the optical limit by using Eq. (2) and then fitted via DL-functions as indicated by Eq. (4). The extension to finite transfer momentum was finally achieved by using the dispersion law for plasmons reported in Eq. (3).

In the case of diamond, four harmonic oscillators were sufficient to obtain an optimal fit of the AI optical data, while for graphite only two harmonic oscillators were used. In Fig. 5 we compare the AI dielectric response (red curve) for diamond (left panel) and graphite (right panel) obtained in the optical limit with the DL fit (dashed black line). The fitting parameters $E_n$, $\Gamma_n$, and $A_n$ have a clear physical meaning, representing respectively, the plasmon peak energies, the damping constants characterizing the finite lifetime of the quasi-particle excitation, and the oscillator strengths. The parameters obtained from this fitting procedure are reported in Table 1 for diamond and graphite, respectively.

---

Fig. 1. Real (left panel) and imaginary (right panel) parts of the dielectric function, obtained from ab initio calculations, of diamond vs. energy transfer (eV) for different momentum transfer $q$ (Å$^{-1}$) along the $\Gamma L$ direction. (A colour version of this figure can be viewed online.)

Fig. 2. Real (left panel) and imaginary (right panel) parts of the dielectric function, obtained from ab initio calculations, of graphite vs. energy transfer (eV) for different momentum transfer $q$ (Å$^{-1}$) along the $\Gamma M$ direction. (A colour version of this figure can be viewed online.)
Fig. 3. ELF of diamond, obtained from ab initio simulations vs. energy (eV) and momentum (\(\AA^{-1}\)) transfer along the IBZ \(\Gamma L\) direction. (A colour version of this figure can be viewed online.)

Fig. 4. ELF of graphite, obtained from ab initio simulations vs. energy (eV) and momentum (\(\AA^{-1}\)) transfer along the IBZ \(\Gamma M\) direction. (A colour version of this figure can be viewed online.)

Fig. 5. ELF in the optical limit \((q\rightarrow0)/(q\rightarrow0)\) obtained from AI simulations (continuous red curve) along with the data fit (dashed black line) for diamond (left panel) and graphite (right panel). (A colour version of this figure can be viewed online.)
We notice that our fit functions satisfy the $f$-sum rule \cite{43}, stating that the integral of the ELF multiplied by the energy loss sums up to the number of effective-electrons per atom \cite{44}, i.e. the valence electrons in our model.

Drude–Lorentz from experimental optical data (DL–E): The ELF in the optical domain can be directly measured in transmission electron energy-loss experiments, fitted with DL functions as reported by Garcia-Molina et al.\cite{45} and extended out of the optical limit by applying the dispersion law reported in Eq. (3).

In Fig. 6 we compare the ELF of diamond (left panel) and graphite (right panel) obtained from our AI simulations with the experimental data from Refs.\cite{13} and \cite{14} and the fit model by Garcia-Molina et al.\cite{45}. We notice that Garcia-Molina et al. used a different number of oscillators, plasmon peak energies and FWHM to accurately fit the experimental data with respect to our model derived from AI simulations.

4.3. Inelastic mean free path and stopping power

Using these different models of the ELF, we calculated a number of measurable physical quantities, such as the Inelastic Cross Section (ICS), the Inelastic Mean Free Path (IMFP) and the Stopping Power (SP). These quantities will be used as input to our Monte Carlo calculation of electron energy-loss spectra and yields of emitted secondary electrons. We note that the IMFP ($\lambda_{\text{inel}}$), ICS ($\sigma_{\text{inel}}$) and the SP ($S(T)$) are given by:

\begin{align}
\lambda_{\text{inel}} &= \frac{1}{\rho \sigma_{\text{inel}}} \quad \sigma_{\text{inel}} = \int_{E_g}^{T+E_g} \frac{d\sigma_{\text{inel}}}{dW} dW, \\
S(T) &= \int_{E_g}^{T+E_g} \frac{1}{\rho} \lambda_{\text{inel}}^{-1} W dW
\end{align}

(14)

where $\rho$ is the atomic density of the material. We notice that the upper and lower integration limits are, conventionally, fixed to the energy gap $E_g$ and one half of the initial kinetic energy $T$ plus the band gap energy $E_g$ respectively. In Fig. 7 we plot the IMFP of diamond (left) and graphite (right) calculated according to the three approaches mentioned above. Calculations performed using the Tanuma-Powell-Penn (TPP) model \cite{46} are also reported for reference: these results were obtained by including the K-shell excitations. The agreement between the different approaches and Tanuma’s data is remarkably good, for both diamond and graphite, at energy transfers higher than 100 eV. However, for energies below 100 eV we find a significant discrepancy between the IMFP obtained by full AI calculations and the IMFP obtained via the DL dispersion law of Eq. (3) (about one order of magnitude in the case of diamond). The large discrepancy will also affect our Monte Carlo simulations: an AI IMFP bigger by one order of magnitude at low

<table>
<thead>
<tr>
<th>n</th>
<th>$E_n$ (eV)</th>
<th>$\Gamma_n$ (eV)</th>
<th>$A_n$ (eV^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21.59</td>
<td>0.95</td>
<td>8.58</td>
</tr>
<tr>
<td>2</td>
<td>25.40</td>
<td>5.68</td>
<td>61.62</td>
</tr>
<tr>
<td>3</td>
<td>32.28</td>
<td>11.38</td>
<td>626.46</td>
</tr>
<tr>
<td>4</td>
<td>36.39</td>
<td>5.25</td>
<td>224.76</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>n</th>
<th>$E_n$ (eV)</th>
<th>$\Gamma_n$ (eV)</th>
<th>$A_n$ (eV^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.75</td>
<td>1.17</td>
<td>6.38</td>
</tr>
<tr>
<td>2</td>
<td>27.76</td>
<td>8.68</td>
<td>573.09</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison between the ELF of diamond (left panel) and graphite (right panel) in the optical limit obtained from AI simulations (continuous red curve), experimental data from Refs.\cite{13} and \cite{14} (black triangles) and fit obtained with the model of Garcia-Molina et al.\cite{45} (dashed black line). (A colour version of this figure can be viewed online.)

Fig. 7. IMFP of diamond (left) and graphite (right). Data obtained from AI simulations are reported in red (AI), DL-AI in blue and with the DL-E in green. Black dashed lines correspond to the same quantities obtained by Tanuma et al.\cite{46}. (A colour version of this figure can be viewed online.)
energy with respect to DL models means that electrons have significantly lower probability to undergo inelastic scattering within the target material. One can explain this substantial difference between the AI and DL models as due to the application of the quadratic dispersion law of Eq. (3). In fact, this dispersion law is obtained using an homogeneous electron gas model within a RPA framework, which fails in the case of wide band-gap semiconductors or insulators, such as diamond. On the other hand, this approximation works better for graphite, which shows an almost semi-metallic behavior along the in-plane direction.

Finally, the SP obtained by using the three different approaches is reported in Fig. 8 for diamond (left panel) and graphite (right panel) and is compared with previous simulations by Shinotsuka et al. [47]. Differently from our approach, the SP reported in Ref. [47] includes also K-shell excitations, similarly to the TTP calculations [46]. Discrepancies among the different approaches at energies below 100 eV are evident also in this case.

5. Monte Carlo simulations

5.1. Diamond energy-loss spectra and secondary-electron yield

To compare our experimental REELS data of diamond with the three different models of ELF presented above, we performed Monte Carlo (MC) simulations following the scheme reported in section 3.4. In our MC simulations, diamond crystals are approximated by a homogeneous system with density 3.515 g/cm³ [45]. Consequently, one assumes also that the ELF is almost similar in all directions and thus we can retain our simulated ELF along the ΓL direction for calculating the energy-loss spectra. The band gap of diamond was set equal to 4.16 eV, to be consistent with our DFT ab initio calculations. The electron-beam direction is orthogonal to the target surface and the initial kinetic energy ranges from 250 to 2000 eV. The number of impinging electrons is 10⁹.

In Fig. 9 spectra of backscattered electrons simulated in terms of the three different models of the ELF are compared with our REELS experimental data. We notice that we define as backscattered electrons those beam electrons reflected after both elastic and inelastic collisions. Simulated and experimental spectra present the σ plasmon peak at ~35 eV, related to the four valence electrons of the equivalent covalently bonded carbon atoms. This finding is in agreement with the ELF function of Fig. 3, showing a maximum at about the same energy.

Furthermore, the two-plasmon excitation at higher energy (~70 eV) in the experimental spectrum is also present in our MC simulations. We observe that while the MC simulations carried out using the dispersion law of Eq. (3) show a blue shift with respect to experimental data, the use of a full AI approach results in a better agreement with experiments. We can conclude that at least in the case of insulators, due to the strongly inhomogeneous electron density and, thus, to the complexity of the dielectric response, the DL model is quantitatively less accurate than a full AI approach in the prediction of the experimental REELS. This behaviour worsens at higher transferred momenta, where particle-hole excitations, rather than collective plasma excitation, come into play. Single-particle excitations generally cannot be well described by a simple RPA or by the DL model of the ELF, while TDDFT AI simulations are also able to take into account these spectral features.

REEL experimental spectra and MC simulated spectra obtained using the full AI method are compared in Fig. 10 for different kinetic energies of the primary beam. The agreement between our MC and
experimental data improves with increasing kinetic energy. This behaviour is indeed expected as the MC approach assumes that electrons are classical point-like particles. Moreover, our simulated spectra do not include the surface plasmon contribution, whose importance decreases at higher electron beam kinetic energies.

Further Monte Carlo simulations were performed in order to obtain the secondary-electron yield $\delta$. The inelastic-scattering cross section was derived using the ELF obtained within the AI approach. Different values of electron affinity $E_{\text{a}}$ were considered in the range $4.0-4.4$ eV and the simulations were carried out for several incident kinetic energies. The results of our simulations are compared with the available experimental data [48,49] in Fig. 11.

The curve of the secondary-electron yield shows a maximum at around 500 eV, while at lower kinetic energy electrons are easily trapped in the solid as they do not have enough kinetic energy to be ejected from the surface. At much higher initial kinetic energies, electrons penetrate deeply into the solid where they undergo a large number of collisions and slow down to the point that they are not enough energetic to overcome the surface potential barrier.

5.2. Graphite energy-loss spectra and secondary electron yield

Graphite crystals were considered to have a density of 2.25 g/cm$^3$ [45]. The band gap was set equal to 0.6 eV according to our DFT calculations. MC simulations of REELS were carried out using the three different approaches to the calculation of the ELF mentioned above, with a number of electrons in the beam equal to $10^9$. Only the in-plane component of the energy loss function was dealt with in the calculation (i.e. we considered the component of the momentum transfer only along the single graphite layers). In Fig. 12 we report the MC REELS simulations compared to our experimental measurements (black line).

We notice that our MC simulations reproduce both the $\pi$ (due to the collective excitation of valence electrons in the $\pi$ band) and the $\pi + \sigma$ (due to collective excitation of all valence electrons) plasmon peaks. These findings are in agreement with the ELF function of Fig. 4, showing maxima at about same energies. While the results of the simulations show good agreement with experimental data independently of the ELF model, nevertheless, using the ab initio calculated ELF at finite momentum transfer, a third peak around 60 eV can be found. This peak corresponds to two-plasmon excitation, and its presence is less apparent by adopting DL models. Indeed, in DL models the RPA approximation describes the system as composed of free electrons; in the case of graphite the electrons populating the $\pi$ bands are delocalized and they behave as almost-free electrons. For this reason, the $\pi$ plasmon peak is prominent in all three spectra. The discrepancies found in the energy-loss spectral features recommend the use of AI approaches for the extension of the ELF out of the optical region, in order to take into account accurately the electronic motion inside the material.

REEL experimental spectra and MC simulated spectra obtained for graphite using the full AI method are compared in Fig. 13 for different kinetic energies of the primary beam. The agreement between our MC and experimental data improves with increasing kinetic energy, as for diamond, in Fig. 10. Using the full AI method for calculating the ELF, we compare in Fig. 14 the secondary-electron yield $\delta$ with available experimental data. The yields were calculated as a function of initial kinetic energy and by setting the value of the electron affinity in the range 4.0 eV–4.4 eV.

The yield displays a maximum at around 250 eV, and shows a behaviour similar to that of diamond at all kinetic energies, where electrons are easily trapped in the solid.

6. Conclusions

In this work, we calculated the dielectric properties of diamond
and graphite, in particular the dielectric response and the energy-loss functions, using different approaches, from semiclassical Drude–Lorentz to time-dependent density functional theory. We compare our computer simulations with REEL spectra recorded at several values of the electron af
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