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ABSTRACT

We present a molecular dynamics (MD) simulation study on the hypervelocity dynamics of shock compressed graphite up to hundreds of gigapascals and impacted multilayer graphene armours by employing the AIREBO-M potential. The Morse-type non-singular intermolecular interaction allows the usage of relatively large integration timesteps for simulating materials' response at such high strain-rate. The MD simulation results are in good agreement with the shock Hugoniot curves and with graphite-to-diamond transition obtained from both density functional theory (DFT) and experiments available in literature. We then show that thermodynamic properties of graphite from MD calculations can be used as input for a reliable equation of state to be employed in continuum simulations. Finally, we find that the size-scaling of the hypervelocity impact properties of graphene armours matches well with the DFT results and theoretical predictions of earlier studies. Our results open a concrete possibility towards accurate and fast multiscale simulation from atomistic to continuum level of shock propagation, shock-induced phase transformation, and dynamic fracture in large or hierarchical carbon systems, such as graphene-based foams and nanocomposites.

1. Introduction

The study of the equation of state (EOS) of carbon at high pressure is of increasing interest since the advent of graphene, whose exceptional mechanical properties make it the ideal candidate to fabricate light-weight armours with extremely high specific toughness, either exploited alone [1] or as reinforcement in layered nanocomposites [2]. However, the behaviour of carbon at extremely high pressures is likewise of paramount importance in other fields of materials science and physics, e.g. in planetary sciences and astrophysics: we mention the formation of carbon allotropes from geological and meteorite impact processes [3,4] or the understanding of the nature of C in the interior and atmosphere of giant planets, such as Uranus and Neptune (pressures up to 600 GPa in the core) [5,6].

Numerous studies of the carbon phase diagram through isotropic and uniaxial compression experiments and simulations have been performed. Most of these studies focus on relatively moderate compression regimes (< 150 GPa), where graphite undergoes a phase transition towards diamond (G/D transition) [7–9]. However, the above mentioned applications require also investigation at pressures up to several hundreds of gigapascals, which up to now remains still few and limited, mainly to diamond [10–16], due to experimental difficulties in producing controlled shock loads and monitoring of state variables. The experimental data display also some variability in the observed properties (i.e. pressure, temperature, density) which may relate to the amount of each mechanism involved, with the diffusion process supposedly yielding substantially lower resistance to diamond nucleation, which is also affected by sample geometrical characteristics. Overall, the experimental data suggest that the Hugoniot curve and the resulting G/D transition process depend substantially on the degree of crystallinity, purity, porosity and defects, and orientation of the shocked sample [8,17]. Hence, reliable computational models can complement experiments for deepening our understanding of materials behaviour under such high pressures and the cause of variability of material parameters.

Molecular dynamics (MD) simulations of the high pressure
properties of graphite are scarce due to the lack of interaction models capable of describing with sufficient accuracy its subtle combination of covalent and non-bonded interactions. Recently, Pineau [18] showed that the LCBOPII potential [19], which includes long-range interactions to account for non-bonded interactions and medium-range contribution fitted to ab initio calculations of the dissociation energy curves of simple, double, and triple bonds, can accurately reproduce the DFT predicted G/D barrier and transition to liquid carbon but still overestimates the material stiffness (pressure Hugoniot) at very large shock pressures. Resulting errors in computing material pressure, density, and particle velocity, namely its shock impedance, affect the tracking of wave propagation and, consequently, prediction of spall fracture in pristine graphite and, therefore, in resulting nanocomposites [20]. Indeed, we have recently shown [1] that the most commonly used MD carbon potentials [21,22] cannot accurately predict the scaling of the absorbed energy, i.e. the absorbed energy per areal density, in multi-layer graphene armours subjected to the hypervelocity impact of a traveling mass, yielding at the nanoscale to significant lower estimates and suboptimal scaling with respect to what predicted by DFT and theoretical calculations.

The classical AIREBO potential by Stuart et al. [23], which is widely used to model the deformation and fracture of graphitic structure-ranging from few layer graphene to carbon nanotubes and foams- also accounts, with respect to covalent REBO2 [24], for non-bonded intermolecular interactions for hydrocarbon compounds via a set of smoothly truncated 6–12 Lennard-Jones (LJ) potentials in the form:

$$\Pi_L(r) = 4\varepsilon \left( \left( \frac{r}{\sigma} \right)^{12} - 2 \left( \frac{r}{\sigma} \right)^6 \right)$$

(1)

where $r$ is the distance between two pair atoms, $\sigma$ is the inter-particle distance at which the potential is zero, and $\varepsilon$ is the corresponding bond energy. The potential is smoothly set to zero by a third-order spline at a long-range cutoff value of $3\sigma$. For separations less than the equilibrium $\sigma$, similar splines reduce the strength of intermolecular repulsions if it is favorable for a pair of atoms to bond chemically. When covalent bonding is unfavorable, the two atoms interact with the full LJ [23]. Repulsive $r^{12}$ power law in the LJ, which has no physical basis, causes the intermolecular interaction force to rise rapidly as molecular separation decreases, such as occurring under high shock pressures. This may yield to anomalously high repulsive force during molecular dynamics simulations with a finite time step, which often results in unphysical acceleration of atoms and increase of instantaneous temperature. Adoption of smaller timesteps ($< fs$) may be not sufficient to mitigate the problem and heavily impacts on the computational cost anyhow. To improve the accuracy of the interaction model at high pressures O’Connor et al. [25] replaced LJ potentials with a Morse equivalent in the form:

$$\Pi_M(r) = -\varepsilon \left[ 1 - \left( 1 - e^{-\alpha(r - r_0)} \right)^2 \right]$$

(2)

where $r_0$ defines the location of the minimum energy, and the $\alpha$ modifies the curvature of the potential energy at its minimum separation. The Morse potential is truncated with a third-order spline at the same cutoffs used in classical AIREBO as well as the splines for adaptive repulsion are implemented by the same technique. It was shown that the potential is capable of accurately modelling several hydrocarbons at very high pressures [25], but the potential still needs to be tested for large scale and more complex loading scenarios, such as hypervelocity impacts.

The purpose of this article is to report molecular dynamics simulation results on the hypervelocity dynamics of carbon systems at very high pressures, by employing the recently proposed AIREBO-M potential. We first consider shock-compressed graphite up to about 800 GPa. Among the various physical and chemical descriptions we focus here on the mechanical aspects, i.e. in the computation of material density, pressure, and shock velocity for accurate calculation of shock impedance of graphite. Comparisons with classical AIREBO [23] and LCBOPII [19] potentials are shown, along with various experimental and DFT data available in literature. We then perform equilibrium MD simulations to compute graphite thermal and mechanical properties to define an equation of state for continuum finite element model (FEM) of hypervelocity shock propagation in graphitic materials at the macro-scale level. Second, we compare the results of MD impact simulation between AIREBO-M and its classical variant on graphene armours of variable number of layers impacted by an hypervelocity mass to study the dimensional scaling of the specific absorbed energy. Results indicate that this potential is a promising solution for the fast and accurate modelling, also multiscale, of the high-speed dynamics of graphene foams and graphene-based nanocomposites under hypervelocity shock compression as well as impact-/shock-induced dynamic fracture.

2. Setup of computational models

2.1. Shock MD simulations

To simulate shock-compression we built a 3D sample whose longitudinal dimension ($z$) is significantly larger than the transverse sizes ($x, y$, see Fig. 1). The minimum length of the sample along $z$ is chosen to allow the shock front to reach a stable planar front (also sufficiently far from the piston when Hugoniot is computed), to include a sufficient number of bins with enough atoms for accurate and high-resolution computation of the profile of shock state variables, and to account for induction time of the G/D transition in order to reach reaction equilibrium before the passage of the rarefaction shock wave reflected by the free edge. The initial supercell size is $V_0 = 3.86 \times 3.76 \times 99.18 \text{nm}^3$ including 170496 carbon atoms (resulting in 296 layers with 576 carbon atoms each). The atoms are assigned with initial velocities according to a Gaussian distribution corresponding to $T = 600 \text{ K}$, and thermal equilibration in the NPT ensemble is performed to a target temperature of $300 \text{ K}$ and pressure of $0 \text{ MPa}$. The total equilibration time is $20 \text{ fs}$ with a timestep of $1 \text{ fs}$. We set periodic boundary conditions along all axes during equilibration obtaining a nominal bulk density of graphite $\rho_0 = 2.341 \text{ g/cm}^3$ (cell volume $3.87 \times 3.77 \times 99.45 \text{nm}^3$). For the shock simulation the periodic boundary condition along $z$ is removed, while remains along the other directions. The shock is generated by a rigid piston constituted by fixed atoms of two layers of graphene, and moved at a constant velocity $u_p$ along the $z$ axis (Fig. 1). The sampling bins for spatial average of quantities have thickness of $1.08 \text{ nm}$ including the atoms of at least three graphene layers (1728 C particles) in the initial undeformed configuration. Shock simulations were then run in the microcanonical (NVE) ensemble with a time step of $0.1 \text{ fs}$ and for a time sufficiently

![Fig. 1. MD model setup for the shock simulations. The magnification shows a limited region of the whole graphite sample identified above. For thermodynamical characterization a shorter box containing 12 graphite layers is used.](image-url)
large to let the shock wave to reach the free end of the sample at the opposite side of the piston. All simulations were performed with the package LAMMPS [26].

2.2. Equilibrium thermodynamics simulations and FEM solution of the equation of state

Continuum models require, together with continuity equations, the implementation of an equation of state (EOS) to determine the local state before and after the passage of the shock front. The acknowledged Grüneisen EOS [27] for compressed bulk material, assuming linear shock vs. particle velocity relationship, is defined as:

$$ p = \frac{\rho_0 c_0^2 \gamma}{1 + \frac{1}{2} s \gamma} \left( 1 + \frac{1}{2} s \gamma \right) + (\gamma - 1) \rho_0 c_0^2 e $$

(3)

where \( c_0 \) and \( s \) are the parameters determined from the linear fit of the shock vs. particle velocity Hugoniot (intercept and slope, respectively, see Results and discussion), \( e \) is the specific internal energy per unit volume, \( \eta = \frac{p}{\rho_0 c_0^2} - 1 = \frac{V_0}{V} - 1 \), \( \beta \) is a first order dimensionless volume correction factor to \( \gamma \), and \( \gamma \) is the dimensionless Grüneisen parameter representing the change in pressure per energy variation at a constant volume, which can be expressed, in terms of thermodynamic, volumetric and mechanical properties, as [27]:

$$ \gamma = V \left( \frac{\partial p}{\partial V} \right)_T \left( \frac{\partial V}{\partial e} \right)_T = \frac{\alpha K_v}{\rho c_v} $$

(4)

where \( \alpha = \left( \frac{\partial V}{\partial N} \right)_{T,p} \) is the volumetric thermal expansion coefficient (\( \Omega = V/N \) is the atomic volume), \( K_v = -V_0 c_v \left( \frac{\partial V}{\partial P} \right)_T \) is the isothermal bulk modulus (\( V_0 \) is the equilibrium volume determined from minimization of the potential energy of the system), and \( c_v = \left( \frac{\partial h}{\partial T} \right)_v \) is the specific heat capacity at constant volume. To derive \( \gamma \) via Eq. (4) a reduced cell of 3.93 \times 3.83 \times 4.09 nm\(^3\) with full periodic boundary conditions and containing 12 layers and 6912 atoms was used (nominal density of 2.367 g/cm\(^3\) at \( T = 300 \) K after minimization). We verified that the cell is sufficiently large to avoid finite-size effect in the computation of the variables of interests. The range of temperatures explored lies between 400 K and 4000 K (the latter slightly below the expected melting/sublimation point of graphite [28,29]) with step of 400 K. To compute \( \Omega \) and \( \alpha \) we ran simulations with NPT ensemble for 20 ps at zero pressure with timestep of 1 fs, with properties averaged after 10 ps. To compute \( c_v \), we calculate the variation of internal energy associated with temperature change (linear regression within the interval \( T = 400 \) K-4000 K) for a defined constant volume (reference volume after NPT equilibration at 400 K). To compute \( K_T \) the volume of the cell is hydrostatically perturbed at different temperatures within the elastic regime (volumetric strain \( \varepsilon_{v} = 0.997 \)) using the NVT ensemble and performing a linear regression of the \( p \sim V \) curve.

To demonstrate the validity of the atomistically computed EOS and, consequently, the self-consistency between shock and thermodynamics simulations, we performed also a FEM solution of the Grüneisen EOS (Eq. (3)) with parameters derived from both far-from-equilibrium shock (\( s \) and \( c_0 \)) and equilibrium thermodynamics (\( \gamma \)) MD simulations (\( \beta \) assumed equal to 0). The system is represented by a unit cell with the same aspect-ratio the one employed in MD calculations, with \( V_0 = 5 \times 5 \times 130 \) nm\(^3\) and \( c_0 = 2.341 \) g/cm\(^3\). Loading and boundary conditions follow the same setup of MD simulations.

2.3. MD impact simulation on multilayer graphite armours

Armours with different number of layers (\( N = 1, 2, 4, 6 \)) were studied by comparing their specific energy absorption capability defined as \( K_{abs}/N \propto N^2 \) [1,30], i.e. energy dissipated per layer (equivalent to normalization with respect to the target areal density). The targets are built as fully clamped circular layers with radius \( R = 9.8 \) nm while the impacting projectile is modeled as non-rigid diamond made of 2143 C particles (van der Waals radius \( r = 1.43 \) nm). For each case, the initial velocity \( V_0 \) assigned to the projectile corresponds to the minimum value necessary to have perforation of the target and, thus, a projectile residual velocity \( V_{res} \) almost equal to zero. The absorbed energy \( K_{abs} \) is computed from the difference in the centre of mass (COM) translational

![Fig. 2. Hugoniot curves of shock compressed graphite (\( \approx 8-900 \) GPa) obtained by MD simulations with AIREBO-M potential and compared with experimental data by Gust (pyrolytic graphite [8]), LASL Shock Hugoniot Data (pyrolytic graphite, \( p_0 = 2.21 \) g/cm\(^3\) [17]), Hanfland et al. [7], and Nellis et al. [10], DFT simulations by Mundy et al. [31], and MD simulations with LCBOPPI potential by Pineau [18]. Orange background highlights, qualitatively, the G/D transition domain, and the blue background highlights the region corresponding to liquid carbon. The dashed black curve is a guide to the eye to identify the Hugoniot curves obtained from the simulation points of this work. (a) \( U_p u_p \) velocity Hugoniot. (b) \( p = V \) pressure Hugoniot. (c) \( T - p \) temperature Hugoniot. For a magnification of the velocity and pressure Hugoniot in the range \( u_p < 2 \) km/s see Fig. 6a and b with additional results from FEM EOS simulations.](https://example.com/figure2)
velocity of the diamond projectile before and after perforation ($\Delta V = V_v - V_{in}$) along the impact direction (i.e. normal to the target plane). The system is equilibrated using the NPT ensemble at $T = 300$ K before the impact stage, which is solved in the NVE ensemble.

3. Results and discussion

3.1. Hugoniot EOS

Fig. 2 reports the different Hugoniot curves resulting from our simulations with AIREBO-M along with the results reported in various experimental [7,8,10,17] and computational [18,31] studies. Variables of interest are computed at the time at which the steady state shock wave has propagated along the entire length of the sample. Pressure and temperature are computed as spatial average over the whole sample by excluding the atomic COM contribution to the kinetic energy. The shock wave velocity $U_s$ is computed indirectly by the time that the shock front requires to reach the free edge of the composite and is consistent with the Hugoniot jump prediction $U_s = V_p u_p$. Fig. 3 reports shock profiles (pressure and temperature), obtained from bin sampling, for a selection of computations together with snapshots of the same cases at full shock wave propagation with identification of the different crystalline structures within the samples.

Elastic compression is found for piston velocities up to about 2 km/s (inset of Fig. 2a) for which the layered structure of graphite is preserved in the whole sample. From the fit of simulation points with the following well-known linear approximation of the velocity Hugoniot relationship:

$$U_s = U_{s0} + \frac{U_p}{c_s} u_p$$

where $c_s = \sqrt{\frac{C_{11}}{\rho_0}}$ is the sound speed in the undeformed mono-dimensional elastic medium (as is nearly in our setup, being $C_{11}$ its Young’s the modulus perpendicular to graphite planes) we determine $s = 2.094$, $c_s = 4.256$ km/s (linear regression in Fig. 2c). From $c_s$ we then derive $C_{11} = 42.4$ GPa, which is consistent with experimental measurements [32] and computation of elastic constants from equilibrium simulations on the reduced cell ($C_{11} = 40.5$ GPa). Although a second or third order fit of the velocity Hugoniot could be used, it will be shown later that the linear EOS approximation (Eq. (3)) is sufficiently accurate in the domain used for regression for the calculation of the $p - V$ Hugoniot via FEM continuum simulations.

The G/D transition was obtained for piston velocities ranging

![Fig. 3. (a, b) Comparison of shock pressure and temperature profiles at $t = 5$ ps for graphite shocked in the range $u_p = 0.5–8$ km/s. (c) Snapshots of MD simulations ($u_p = 0.5–8$ km/s) taken at the corresponding time of propagation of the shock front through the whole sample length; the length of the sample after shock compression with respect to the original undeformed configuration ($l/l_0$) is shown quantitatively on the graded axis. The different diamond structures forming within the sample due to shock are also shown (images elaborated with the visualization software OVITO [39]).](image-url)
between 3 and 6 km/s in accordance with the LCBOPPII results by Pineau [18] and starting from pressure of about 50 GPa, consistently with the upper bound of experimental observations in literature [17,32,33]. The G/D transformation induces a visible inflection in both velocity and pressure Hugoniot. With respect to Pineau’s work, where uniform transition to cubic diamond behind the shock front –with few local clusters of hexagonal diamond– was observed, we here obtain alternate stacking of cubic diamond –also accompanied by hexagonal diamond– and metastable graphite (Fig. 3c). This result is consistent with the experimental observations by Hirai and Kondo [34], which report a spacing between cubic phases between 0.07 and 0.2 nm after quenching.

The graphite/liquid transition is activated at piston velocities above 6 km/s with a further increase in the slope of the \( U_i - u_f \) curve. With respect to LCBOPPII potential the shock velocity and pressure are lower, despite the slightly higher density in our work, and in closer agreement with the results by the authors knowledge there is no data available to confirm these predictions. This may come out by the fact that the AIREBO-M potential, with respect to LCBOPPII, was specifically designed to handle such extremely high pressures. On the contrary, the computed temperatures in the liquid phase (Fig. 2c) are higher than the LCBOPPII, but to the best of the authors knowledge there is no data available to confirm these predictions. This may be imputed to the role of thermal electronic excitations which cannot be neglected and are not considered also in this interaction law. Such effects were quantified by Romero and Mattson [35] for shocked diamond, showing a significant decrease in the shock temperature by DFT simulations with finite electronic temperature.

Fig. 3c shows a meaningful example of comparison between classical AIREBO and AIREBO-M depicting the pressure and temperature profiles, resulting from \( u_f = 4 \) km/s after 5 ps, together with snapshots of simulations. It is clear how the singularity of the LJ tail in the classical AIREBO affects the computation of interatomic repulsion forces, resulting in sensibly higher pressure, atomic and shock propagation velocities, and temperature, providing an unphysical behaviour (i.e. phase transition to amorphous carbon) even at relatively moderate piston velocities. We have verified that even a reduction of the timestep of one order of magnitude (\( \Delta t = 0.01 \) fs) is not sufficient to mitigate the problem (see Fig. S1 in the Supplementary Material). Thus, the use of the classical variant should be carefully evaluated when modelling shock compression of carbon structures and possibly limited to equilibrium MD simulations. However, even at low pressure AIREBO-M has been proved to provide better results than the classical variant, since the Morse potential was fitted to reproduce the modulus and the c-axis spacing of graphite, without compromising the quality of AIREBO in the attractive range [25] and at nearly no additional computational cost. Thus, we expect similar results when modeling fracture in a single molecule (such as graphene sheet and organic molecule) as well as the elastic response of hydrocarbon polymer compounds.

3.2. Thermodynamics properties and Grüneisen parameter

Fig. 5a reports the atomic volume at the different investigated temperatures while Fig. 5b reports the volumetric thermal expansion coefficient. The potential shows monotonic increase of both \( \Omega \) and \( \sigma \) with \( T \). The computation of \( \Omega \) at 0 K is included to allow computation of \( \sigma \) at 400 K. The isochores specific heat capacity \( c_v \) is determined to be \( c_v = 2.17 J/gK \), which is in good agreement with the theoretical prediction \( c_v = 3N_u k_B / m_a = 2.08 J/gK \) (valid only much above 0 K, where \( N_u \), is the Avogadro’s number, \( k_B \) the Boltzmann’s constant, and \( m_a \), the molecular weight). In Fig. 5c monotonic softening of the isothermal bulk modulus with increasing temperature is observed, with values consistent with literature [32].

Fig. 5d depicts the computed Grüneisen parameter \( \gamma \) obtained by Eq. (4) in the investigated temperature range. AIREBO-M provides a value of \( \gamma \) with limited variation with temperature change and its average value estimated in the range 400 K–4000 K (\( \gamma = 0.56 \)) is in very good agreement to measures reported in different experimental works [36–38]. Results from continuum FEM shock simulations are included in Fig. 6 where we also report a magnification of the velocity and pressure Hugoniot of Fig. 2a-b in the range \( u_f < 2 \) km/s. The obtained curve is in very good agreement with atomistic results confirming that the potential is able to determine a reliable value of the Grüneisen \( \gamma \). Thus, the resulting EOS would allow to use AIREBO-M for consistent atomistic–continuum coupling for multiscale shock simulation of carbon-based materials.

3.3. Scaling of impact properties of multilayer graphene armours

Fig. 7 shows the scaling of the specific absorbed energy and the corresponding best-fitted scaling exponent \( \alpha \), obtained by the two different potentials. The adoption of AIREBO-M results for all cases in higher computed \( K_{abs} \), ranging from about +3% (\( N = 1 \)) to +17% (\( N = 6 \)) with respect to AIREBO. This increasing gap can be easily explained by the fact that the membrane-like behaviour of the single layer does not induce high contact pressures (\( p_{cont} \)); the effect of LJ singularity is limited in this case and the difference among the two potentials is not significant. As \( N \) increases the contact pressure monotonically increases, both due to the transition to a bending/bulk dominated behaviour [1] and due to the higher critical velocity \( V_0 \) necessary to perforate the target; the region under the projectile contact locally resembles the shock compressed graphite scenario analyzed in the

![Fig. 4. Comparison of shock pressure and temperature profiles obtained from MD simulations performed with classical AIREBO (left) and AIREBO-M right at \( u_f = 4 \) km/s (\( \Delta t = 0.1 \) fs). Snapshots of the simulations and their magnification around the shock front (at \( t = 5 \) ps) are superimposed to the diagrams (refer to legend of Fig. 3c for identification of diamond structures). See Fig. S1 in the Supplementary Material for simulation with AIREBO and \( \Delta t = 0.01 \) fs.](image-url)
previous sections. In the end, these yield in an inversion of the scaling of the absorbed energy (change in sign of the scaling exponent $\sigma$) which contributes to explain the observed inconsistency among different works between MD and DFTB, in particular the systematically lower strength and toughness –and related suboptimal scaling– computed by MD [1,21,22]. It emerges, consistently with the above previous results on shock compression, that LJ interaction can yield to inaccurate results even at relatively moderate pressures, here $\leq 60$ GPa (Fig. 8). Note that

![Graph showing atomic volume vs. temperature for graphite](Fig. 5. Volumetric, thermodynamic, and elastic properties of graphite determined from MD simulations with AIREBO-M potential at different temperatures: (a) atomic volume, (b) volumetric thermal expansion coefficient, (c) isothermal bulk modulus, (d) Grüneisen parameter $\gamma$ (Eq. (4)), the dashed line represents the average value, $\bar{\gamma} = 0.56$, within the temperature range.)

![Graph showing velocity and pressure Hugoniot](Fig. 6. Magnified (a) velocity and (b) pressure Hugoniot of Fig. 2a and b in the range $u_p < 2$ km/s using addition of results from FEM simulation employing linear Grüneisen EOS (Eq. (3)) with parameters derived from shock and equilibrium MD simulations with AIREBO-M (see Supplementary Video S1 for example of FEM shock simulation at $u_p = 500$ m/s). The dashed line in panel (a) with related equation is the linear regression of MD points.)
the slightly positive value of alpha obtained here with AIREBO-M ($\alpha = 0.006$, Fig. 7) is consistent with the theoretical prediction in a previous work [1] corresponding to the ratio $R/t \approx 4.2$, where $t$ is the equivalent thickness of the single layer here conventionally assumed equal to 0.3415 nm, also confirming the validity of this potential in modelling dynamic fracture and related energy dissipation. Fig. 8 reports the snapshots of the performed impact simulations of the different tested cases.

4. Conclusions

In this paper we have demonstrated the suitability of the recently proposed AIREBO-M potential to model graphite and multilayer graphene armours under hypervelocity shock compression and impact, respectively, showing its advantages over other widely employed laws for carbon in terms of accuracy. Regarding shock compressed graphite, results are in good agreement with experiments and DFT data in the elastic, G/D phase transformation, and liquid regimes, up to about 0.8 TPa of pressure. G/D transition and melting under shock are well predicted, also in accordance with the results by LCBOPII potential but, with respect to this, a more accurate stiffness response is obtained, especially in the highest pressure regime. As a consequence of this result, we have also shown that the classical AIREBO potential is responsible of inaccurate computation of impact properties, and of their dimensional scaling, in multilayer graphene armours with respect to DFT calculations. In this sight, similar attention should be posed when modelling of equivalent system made of other 2D materials, such as hexagonal boron nitride. Finally, an accurate computation of elastic and thermodynamic properties provides also a reliable estimate of the Grüneisen equation of state, opening to the possibility of integrated atomistic to continuum modelling for multiscale dynamic simulation of the hypervelocity shock dynamics of carbon materials and related nano-

![Fig. 7. Scaling of specific absorbed energy in graphene armours under normal impact by a diamond spherical projectile by employing the two different AIREBO variants.](image)

![Fig. 8. Snapshots of MD impact simulations on graphene armours with different number of layers $N$ obtained with AIREBO and AIREBO-M, showing contour of per-atom von-Mises stress. The corresponding impact velocity $V_0$ is the minimum required to allow full perforation of the targets for each case, for which the critical absorbed energy $K_{abs}$, reported in Fig. 7, is calculated.](image)
composites at reasonable computational time scales.
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Figure S1: Shock pressure and temperature profiles obtained from MD simulations performed with classical AIREBO at \( u_p = 4 \text{ km/s} \) (\( \Delta t = 0.01 \text{ fs} \)). Snapshots of the simulation and its magnification around the shock front (at \( t = 5 \text{ ps} \)) are superimposed to the diagrams (see Figure 4.a in the main text for comparison with simulation using \( \Delta t = 0.1 \text{ fs} \)).

Supplementary videos

**Video S1.** FEM shock simulation on graphite sample at \( u_p = 500 \text{ m/s} \). [Video-S1.mp4]